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Abstract

Film cooling e�ectiveness of a ¯at plate by a row of laterally injected jets is investigated using a Navier±Stokes equation solver

which employs a ®nite-volume method with a multi-block technique. The paper compares measured and calculated temperature and

velocity ®elds obtained with the standard k±e and the k±e based two-layer turbulence model for various blowing rates. The reso-

lution of the viscosity-a�ected near-wall region with a one-equation turbulence model yielded a noticeable improvement in the

prediction of ®lm-cooling e�ectiveness compared to results obtained with wall functions. Furthermore, results of additional cal-

culations using the ad hoc correction proposed by Bergeles et al. (1978), which attempts to promote the lateral di�usivity, combined

with the two-layer model indicate that this anisotropy correction enhances indeed the spanwise spreading, but its application very

close to the wall needs additional calibration. Ó 1998 Elsevier Science Inc. All rights reserved.
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1. Introduction

The thermal performance of modern gas turbines, used ei-
ther in aircraft engines or power-production systems, depends
primarily on the level of temperature at the inlet to the turbine
section. Despite the noticeable progress in blade-metallurgy, a
reasonable lifetime of turbine blades can be ensured only by an
e�cient surface-cooling mechanism. Film cooling is one of the
most e�cient cooling methods; it is generally more e�cient
than internal convection cooling because of the relatively poor
heat-transfer characteristics of air. In ®lm cooling, cool air is
discharged from rows of holes to form a thin ®lm on the
surface acting as a bu�er between the hot gas and the blade.
The e�ciency of such a technique can be in¯uenced by several
parameters, among them the discharge geometry, ejection
angle, blowing rate, blade geometry, density and temperature
ratio, and reliable prediction methods are needed to optimize
the design. In practice often lateral injection is used since with
this the cooling ®lm covers better the area to be cooled. The
present paper aims to contribute to the development of a
prediction method for this situation and to the understanding
of the cooling behaviour.

The test case studied here represents ®lm cooling of a ¯at
plate by a row of laterally injected jets. The on-coming ¯ow is
that of a fully turbulent boundary layer, and the ¯ow con®g-
uration is displayed in Fig. 1. The test case was studied ex-

perimentally in detail by Honami et al. (1992). In their
experimental investigation, the authors have measured simul-
taneously velocity and temperature ®elds using a double-wire
probe. The tests were conducted at three mass ¯ux ratios
M � qjUj=qsUs � 0:5, 0.85 and 1.2, (Uj and qj are respectively
the injected-jet velocity and density and Us and qs the primary-
stream velocity and density). Although this con®guration has a
simple geometry, it o�ers most of the complex features ob-
served in turbo-machinery ¯ows, such as the strongly three-
dimensional nature of the ¯ow and temperature ®eld, caused
by the interaction between the primary and coolant streams.
Also, the lateral injection causes an asymmetric behaviour of
the ¯ow. In all cases, the temperature di�erence between pri-
mary stream and coolant was 55°.

Two-equation turbulence models employing wall-functions
as near-wall treatment bridging the viscous sublayer are
known to be inaccurate in predicting certain ¯ows, in par-
ticular when heat transfer is involved. The assumptions on
which such near-wall treatment is based are not generally
valid; an example is the case in which secondary ¯ows extend
into the sublayer (Rodi, 1991). Resolving the viscous sublayer
by Low Reynolds number k±e models was found to require
very high numerical resolution near the walls, in order to deal
with the steep gradients of the dissipation rate e. As an alter-
native, the two-layer approach has recently become popular, in
which only the core ¯ow outside the viscosity-a�ected near-
wall region is simulated by the k±e model. The viscous sublayer
is resolved by a simpler model, notably a one-equation model
in which the length-scale distribution is prescribed and an
e-equation is not solved. Such models therefore require con-
siderably fewer grid points in the viscous sublayer and are
hence more suitable for complex situations involving more
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than one wall for which the near-wall regions have to be re-
solved. Also, because of the ®xed length-scale distribution near
the wall, these models have been found to give better predic-
tions for adverse pressure gradient boundary layers than pure
k±e models. In jet-in-a-cross-¯ow situations, isotropic eddy
viscosity/di�usivity models are known to underpredict the
lateral spreading of the jet and of passive scalars. Hence, the ad
hoc measure proposed by Bergeles et al. (1978), which at-
tempts to increase the lateral eddy viscosity and di�usivity,
combined here with the two-layer model, is tested in further
calculations.

2. Mean-¯ow and turbulence-model equations

In three-dimensional, steady, incompressible turbulent ¯ow
the mean-¯ow and temperature ®eld is governed by the fol-
lowing equations written in Cartesian coordinates and con-
servative form:

o
oxj

quj/� D/
j

ÿ � � S/; �1�

where / is the time-averaged variable considered (equal to 1
for continuity equation, equal to velocity components ui for
momentum equations, and equal to enthalpy h � CpT for the
temperature determining equation). p is the pressure and q the
¯uid density. D/

j and S/ denote the di�usion and source terms,
respectively, which are given for each variable considered in
Table 1. In the momentum and enthalpy equations expressed

by Eq. (1), the originally appearing turbulent stresses u0iu
0
j and

heat ¯uxes u0ih0 are related, respectively, to the mean-velocity
and temperature gradients through the eddy-viscosity/di�usi-
vity concept. The distribution of the eddy viscosity lt ap-
pearing in the equations is calculated with either the standard
k±e model of Launder and Spalding (1974) or the two-layer
model described in Rodi (1991). The k±e model characterises
the local state of turbulence through the turbulent kinetic en-
ergy �k � 1=2 u0iu

0
i� and its rate of dissipation (e). The standard

model applicable to high Reynolds number situations employs
the following relation for determining the isotropic eddy vis-
cosity lt:

lt � Clqk2=e: �2�
The distributions of k and e are determined from model
transport equations which can also be expressed in the form of
Eq. (1), with the terms given in Table 1. Pk represents the rate
of production of turbulent kinetic energy resulting from the
interaction of the turbulent stresses and the mean velocity
gradients:

Pk � lt
oui

oxj
� ouj

oxi

� �
oui

oxj

� �
: �3�

Standard values are assigned to the constants appearing in the
turbulence model, namely Cl � 0:09; Ce1 � 1:44; Ce2 � 1:92;
rk � 1, and re � 1:3. The laminar and turbulent Prandtl
numbers Pr and rh appearing in the enthalpy equation are set
to the values 0.7 and 0.9, respectively.

The two-layer approach adopted here consists of resolving
the viscosity-a�ected regions close to walls with a one-equation
model, while the outer core ¯ow is resolved with the standard
k±e model described above. In the one-equation model, the
eddy viscosity is made proportional to a velocity scale and a
length scale ll. The distribution of ll is prescribed algebraically
while the velocity scale is determined by solving the k-equation
(Eq. (1)). The dissipation rate e appearing as sink term in the
k-equation is related to k and a dissipation length scale le

which is also prescribed algebraically. The di�erent two-layer
versions available in the literature di�er in the use of the ve-
locity scale and the way ll and le are prescribed. It should be
mentioned that in the fully turbulent region the length scales ll

and le vary linearly with distance from the wall. However, in
the viscous sublayer ll and le deviate from the linear distri-
bution in order to account for the damping of the eddy vis-
cosity and the limiting behaviour of e at the wall. The one-
equation model employed is due to Norris and Reynolds
(1975) and reads:

Table 1

Terms in the governing equations (1)

/ D/
j S/

1 0 0

ui ÿ Cu oui=oxj

ÿ � ÿ op=oxi

k ÿ Ck ok=oxj

ÿ �
Pk ÿ qe

e ÿ Ce oe=oxj

ÿ �
Ce1�e=k�Pk ÿ Ce2qe2=k

h ÿ Ch oh=oxj

ÿ � 0

Cu � l� lt;Ck � �l� lt=rk�;Ce � �l� lt=re�;Ch � �l=Pr� � �lt=rh�

Fig. 1. Experimental apparatus from Honami et al. (1992).
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�4�

e � k3=2=le; le � Clyn

1� 13:2=�RyCl� : �5�

Note that the length scale ll is damped in a similar way as the
Prandtl mixing length by the Van Driest function, so that it
involves an exponential reduction governed by the near-wall
Reynolds number Ry � ~Uyn=m. However, in contrast to the
original Van Driest function, Ry uses k1=2 as a velocity scale ~U
instead of Us which can go to zero for separated ¯ows. The
constant Cl is set equal to jCÿ3=4

l to conform with the loga-
rithmic law of the wall (j� von K�arm�an constant). The em-
pirical constants appearing in the damping function are

Fig. 2. The computational grid.

Fig. 3. U-contours; left: calculated; right: experimental M� 0.50; k±e WF.
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Fig. 4. g-contours; left: calculated; right: experimental M� 0.50; k±e WF.

Fig. 5. Streamline patterns near the injection hole; two-layer computations.
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assigned the values Al � 50:5 and A� � 25 (Rodi, 1991). The
outer k±e and the near-wall model are matched dynamically
(with no ®xed zones) at a location where the damping function
(term in brackets) reaches the value 0.95, i.e. where viscous
e�ects become negligible.

Due to the isotropic eddy-viscosity assumption on which
two-equation turbulence models are based, computations of
jet-in-cross ¯ow, in particular the transport of passive scalars,
reveal systematically an under-prediction of the lateral
spreading. In order to account for the anisotropy of the
turbulent exchange processes in these ¯ows, Bergeles et al.
(1978) proposed to substitute the eddy-viscosity lt appearing
in the lateral components of the Reynolds stresses and scalar
¯uxes:

ÿ qu0w0 � lt
oU
oz

; ÿqw0/0 � lt

rU

o/
oz

�6�

by an increased value determined by

la
t � lt 1:0� f �1:0ÿ y=d�� �; �7�

in which lt is the eddy viscosity determined by the basic tur-
bulence model. d denotes the local boundary layer thickness.
Relation (7) was derived from model transport equations for
the Reynolds stresses by assuming local equilibrium of tur-
bulence and neglecting the stress v0w0 against u0v0 and u0w0. The
ratio of eddy viscosities/di�usivities for the stresses and heat
¯uxes in the lateral and normal direction was found to be equal
to the ratio of the ¯uctuating velocities w02=v02, which was as-
sumed to vary linearly from a near-wall value f to 1 at the
outer edge of the boundary layer. The coe�cient f was given

the value 3.5 in the original paper. Within the viscous sublayer
f may however reach considerably higher values. It should be
noted that the above mentioned non-isotropic eddy-viscosity
correction was already employed by Demuren et al. (1985) and
recently by Zhou et al. (1993) for the prediction of three-di-
mensional turbulent jets in cross-¯ow, but limiting its imple-
mentation to the lateral components of the Reynolds stresses
and heat ¯uxes in the mean-¯ow equations. In the present
study, the implementation of the correction was extended to all
transport equations, and in particular to the di�usion and
turbulence production terms appearing in the transport
equations for k and e.

3. The computational method

The numerical procedure applied to calculate the test case
is based on a ®nite-volume approach for solving implicitly the
three-dimensional incompressible averaged Navier±Stokes
equations on arbitrary non-orthogonal grids, employing a
cell-centred grid arrangement. A detailed description of the
method is reported in Majumdar et al. (1992). Because of the
geometrical complexity of ®lm-cooling problems, a multi-
block technique is introduced into this method, which reduces
signi®cantly the core memory needed for computation and
gives more freedom in generating the grid. This technique
allows to generate separately grids for the di�erent parts of the
¯ow domain using a suitable grid generator, namely the region
above the blade surface to be cooled, inside the discharge pipe
and in the associated plenum if needed. Each block has its

Fig. 6. U-contours; left: calculated; right: experimental M� 0.50; k±e two-layer.
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own coordinate system which may not necessarily be of an
orientation similar to that of neighbouring blocks. Within a
multiblock computational domain, the various blocks are
conceptual and the inter-block boundaries have no physical
signi®cance. Note that a fundamental requirement of a multi-
block method is that the solution of the ¯ow ®eld should be
entirely independent of the choice of internal block-bound-
aries. The individual blocks are connected through the inter-
block boundaries, and for each block two additional rows of
control volumes are added next to each inter-block boundary.
These extended control volumes are placed in such a way that
they coincide with the corresponding internal control volumes
of the neighbouring block sharing the same inter-block
boundary. This overlapping of two rows of control volumes is
dictated by the employment of the second order convection
schemes. The extended blocks are ®nally assembled into one
array forming the grid for the complete computational do-
main (see Fig. 2). The computation is performed within each
block, with the linkage achieved through special mapping
conditions.

The momentum-interpolation technique of Rhie and Chow
(1983) is used to prevent pressure-®eld oscillations which tend
to appear in the cell-centred grid arrangement. The pressure±

velocity coupling is achieved using the SIMPLEC algorithm of
Van Doormal and Raithby (1984), which was found in this
case to ensure a better stability than the SIMPLE algorithm.
Two di�erent second order schemes were used to approximate
the convection ¯uxes of momentum, heat and k and e, namely
the QUICK scheme of Leonard (1979) and the oscillation-free
Hybrid Linear Parabolic Approximation scheme (HLPA) de-
veloped by Zhu (1991). The achievement of numerical stability
when employing the two-layer model has required the appli-
cation of the HLPA scheme to the k, e and h-equations, while
the momentum equations could be solved with the QUICK
scheme. The resulting system of di�erence equations is solved
using the Strongly Implicit Procedure (SIP) algorithm of Stone
(1968).

The computations performed with the standard k±e model
did not exhibit any convergence di�culties, and the residuals
dropped in all cases by ®ve orders for all variables, including k
and e. Convergence was achieved in about 12 min CPU time
(around 400 iterations) on the SNI S600=20 vector computer.
Convergence was not as good for the calculations with the
two-layer turbulence model: The computations showed oscil-
lations, in particular in the solution of equations of turbulence
qualities for which the residuals remained usually higher

Fig. 7. g-contours; left: calculated; right: experimental M� 0.50; k±e two-layer.
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(reduction by only 3 orders). A typical run took almost 2 h
(around 4000 iterations) on the same machine. The rate of
convergence could certainly be improved by using a multigrid
method.

4. Grids and boundary conditions

The computational domain with the various boundaries is
shown in Fig. 2. Grid sensitivity studies indicated that with the
standard k±e model using wall functions, grid-independent
results could be obtained with 78� 30� 30 grid points in the
x-, y- and z-directions as shown in Fig. 2. Additional grid
dependence studies revealed that the ®ner mesh which consists
of 94� 42� 42 grid points, used for the two-layer computa-
tions was su�cient. The grids were considerably re®ned in the
near-wall regions and in the vicinity of the injection hole. The
lateral injection of coolant from a row of discrete holes leads to
spanwise periodicity and consequently periodicity conditions
were used at the lateral boundary planes midway between two
holes. The ®rst cells adjacent to the walls were set with respect
to the criteria required for the individual near-wall treatment,
i.e. using the two-layer approach, the width of the ®rst grid-cell
was set equal to 0.01D, which corresponds to 0:5 < y� < 4.
The number of grid points placed in the viscosity-a�ected
layer, i.e. where the damping function in Eq. (4) is less than
0.95, was in most regions above the surface of the ¯at plate
typically 10±15. However, inside the discharge pipe the number

of grid nodes in the viscosity-a�ected layer, which depends on
the blowing rate M, did not exceed 7, and no attempt was
made to re®ne the grid with increasing M. The boundary
conditions employed are as follows: On the ground plate and
the pipe walls, either wall functions were employed or the no-
slip condition and k � 0 in the two-layer calculations, while at
the upper boundary of the domain, a zero ¯ux condition was
employed. At the in¯ow boundary, a streamwise velocity
pro®le deduced from the power-law approximation
Uin � Us y=d� �1=7

with d � 0:011m was applied to reproduce the
measured fully turbulent boundary layer. The k and e-pro®les
were speci®ed using uniform distributions corresponding to a
freestream turbulence intensity of Tu � 5% and a ratio
lt=l � 50. Honami et al. (1992), did not provide any infor-
mation on the ¯ow in the discharge pipe nor a detailed de-
scription of the geometrical details of the plenum-pipe
injection system. Hence, in order to minimise the e�ect of the
uncertain in¯ow conditions in the pipe, the in¯ow boundary
was placed 8 diameters upstream of the discharge. In the ab-
sence of any information, the most reasonable assumption
appeared to be that of developed pipe ¯ow. This was sup-
ported later by Honami (private communication) who revealed
that the discharge pipe was 33D long. The velocity pro®le at
the pipe inlet was consequently determined from the usual
pro®le for turbulent pipe ¯ow, which reads
Uin � 1:26Uj 2z=D� �1=6

, z being the distance to the pipe wall.
For simplicity here also uniform distributions of k and e were
speci®ed, based on a turbulence intensity of Tu � 5% and a

Fig. 8. U-contours; left: calculated; right: experimental M� 0.85; k±e two-layer.
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length scale of k3=4=e� 0.5D. Adiabatic wall conditions were
employed when solving the enthalpy equation.

5. Results and discussion

In Figs. 3 and 4, the contours of the non-dimensional ve-
locity U=U1 and temperature g � �hÿ h1�=�hj ÿ h1� com-
puted with the standard k±e model are compared for the mass
¯ux ratio M � 0:5 with the corresponding experimental data at
various streamwise locations. The centre of the jet as charac-
terised by the lowest velocities and highest temperatures can be
seen to move in the spanwise injection direction with increas-
ing streamwise distance from the hole. The injection-hole
centre is located at z � 0 and an arrow in Fig. 4 indicates the
orientation of the injection. The contours are clearly asym-
metrical, with high-momentum and low-temperature ¯uid
penetrating underneath the jet on its left side (viewed down-
stream). This is caused by a counter-clockwise rotating sec-
ondary-¯ow vortex at the left side of the jet as typically found

in jets in cross ¯ow. In jets with streamwise injection there is a
counter-rotating vortex on the other side; together the two
vortices cause the typical, symmetrical kidney shape of the
temperature contours. In the case with lateral injection con-
sidered here, the counter-rotating vortex on the right side of
the jet appears to be absent, probably because it is counter-
acted by the velocity of the jet and of the primary-stream ¯uid
displaced by the jet in the spanwise (positive z) direction.
Hence there is no ambient ¯uid pushed underneath the jet on
its right side, leading to the asymmetric behaviour of the ve-
locity and temperature contours. Due to turbulent mixing, the
peak temperature in the jet decreases rapidly near the injection
hole and more slowly in the downstream region. In general, the
behaviour described above is predicted by the standard k±e
model in fairly good agreement with the experiments, but the
model underpredicts the lateral and vertical spreading of the
passive scalar and, judging from the velocity contours, the
strength of the secondary-¯ow vortex is also underpredicted.

A qualitative illustration of the ¯ow behaviour predicted
with the two-layer model for M � 0:5 is shown in Fig. 5, which

Fig. 9. g-contours; left: calculated; right: experimental M� 0.85; k±e two-layer.
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displays the ¯ow streamlines in the immediate vicinity of the
injection hole generated by following the paths of tracers in-
jected into the oncoming and discharge ¯ow. The ®gure shows
the extreme complexity of the ¯ow, especially in the direct
interaction region, the formation of longitudinal vortices and
the asymmetric behaviour with respect to the jet centre. The
¯uid-particle trajectories show also the bending-over of the jet
and its shearing by the main stream on the right side, looking
in the downstream direction. For the same blowing rate,
Figs. 6 and 7 compare the results obtained with the two-layer
model for U=U1 and g respectively with the experimental data.
It can be seen that the model enhances the lateral spreading
compared with the standard model, but the spreading in the
vertical direction is suppressed. Judging again from the ve-
locity contours, it seems that the secondary-¯ow vortex is more
pronounced when the two-layer model is used. This results in a
sharper deformation of the velocity contours predicted with
this model. The g-contours clearly show more lateral di�usion

of temperature which is brought about both by resolving better
the important near-wall region and also promoting the
strength of the secondary-¯ow vortex. However, the better
lateral spreading is achieved at the expense of a reduced ver-
tical spreading of temperature, and the decay of the peak
temperature is now somewhat too fast in the downstream re-
gion.

Figs. 8 and 9 compare the computed and measured ve-
locity and temperature contours for a mass ¯ux ratio of
M � 0:85. The calculations were obtained with the two-layer
model. The velocity contours agree fairly well, even though
the boundary-layer thickness on the left side of the jet is un-
derpredicted. Closer inspection of the velocity contours at
x=D � 7 indicates that there is more than one secondary-¯ow
vortex present in this case. This is con®rmed by the secondary-
¯ow velocity vectors plotted at the ®rst two stations x=D � 2
and x=D � 7 in Fig. 10(a) and (b), which show a much weaker
counter-rotating vortex on the right and also traces of another

Fig. 10. Velocity vectors, v±w; M� 0.85, (a),(b): pure 2-l; (c),(d): 2-l (f� 4).
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counter-rotating vortex on the left of the main vortex
(Fig. 10(b)). These additional vortices may originate from the
horse-shoe vortex which the jet obstructing the oncoming
boundary layer may produce. There is no indication from the
experiments that these vortices exist; they may be a result of
the particular turbulence model used. The temperature con-
tours in Fig. 9 indicate that the temperature in the core is
fairly well predicted but that the spanwise spreading to the
right-hand side is severely underpredicted. In order to test
whether the Bergeles et al modi®cation would remove this
de®ciency, this case was also calculated using the formula (7)
for increasing the eddy viscosity/di�usivity for the momentum
and heat transfer in the lateral direction, with the factor f
chosen as 4. The resulting secondary velocity vectors at
x=D � 2 and x=D � 7 are shown in Fig. 10(c) and (d) and the
temperature contours in Fig. 11. It can be seen that the
counter-rotating vortex on the right side of the jet has dis-
appeared and the lateral velocity at the wall is larger in this

region. This, together with the increased eddy di�usivity for
the lateral transport, has led to signi®cantly increased lateral
spreading of the temperature contours, at least at x=D � 7.
There, the agreement with the measurements is fairly good,
whereas it deteriorates further downstream (x=D � 12 and 17),
and there is no clear overall improvement due to the Bergeles
et al. correction, even though the lateral spreading is clearly
increased. Increasing the parameter f in formula (7) by a
factor of 2 (results not shown here) increases the lateral
spreading a little more but does not bring a decisive im-
provement.

The results of the computation with the two-layer model for
the case of the highest mass ¯ux ratio �M � 1:2� are compared
with the experiments in Figs. 12 and 13. It is clear that in this
case the jet lifts o� more from the wall so that the penetration
of the ¯uid from the primary stream on the left of the jet is
stronger. On the whole, this is predicted quite well by the
model with roughly the correct decay in peak temperature, but

Fig. 11. g-contours; left: calculated; right: experimental M� 0.85; k±e two-layer; f� 4.
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again the lateral spreading is not as strong as in the experi-
ments.

6. Conclusions

Calculations were conducted of the 3D ¯ow arising from
lateral injection of jets into ¯ow over a ¯at plate using a re®ned
near-wall treatment. The computations underline the need for
a resolution of the secondary-¯ow and heat-transfer mecha-
nisms occurring in the viscosity-a�ected near-wall layer. Al-
ready the standard k±e model with wall functions was found
capable of capturing many of the complex features of the ¯ow,
like the asymmetric behaviour due to the injection-induced
secondary-¯ow vortex on the left side and its absence on the
right side of the jet and the initially strong and then slower
decay of the temperature in the core of the jet; but the lateral
jet spreading is underpredicted considerably by this model and
so is somewhat also the strength of the vortex. Resolving the
viscosity-a�ected near-wall region with a one-equation model
in a two-layer approach increases the vortex strength and also
the lateral spreading, but at the same time reduces the vertical
spreading. In fact the strength of the secondary motion is now
found to be overpredicted while the lateral spreading in the
direction of the injection is still not su�ciently strong. This
may be due to the use of the same eddy viscosity and di�usivity

for the lateral and normal momentum and heat ¯uxes, while
experiments have indicated that the lateral values should be
higher. The Bergeles et al. (1978) correction introducing such
higher viscosity/di�usivity for the momentum and heat ¯uxes
in the lateral direction did increase the lateral spreading, but
met only with partial success. It appears that further calibra-
tion of this correction is necessary since it has been developed
originally only for the fully turbulent ¯ow region and not for
the viscous sublayer in which it was also used here. Of course,
the correction is only a crude measure. Second-order-closure
models may be necessary to cope adequately with the complex,
highly non-isotropoic turbulence phenomena in the vicinity of
the discharge.

The secondary-¯ow vortex moves primary-stream ¯uid
underneath the coolant jet on its left side, which undermines
the ®lm-cooling e�ectiveness. This important process and also
the decay of peak temperature could be simulated quite well by
the computational model for all mass ¯ux ratios investigated.
The applications should now be extended to real blade situa-
tions.
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